
 

Abstract—Chronic Fatigue Syndrome (CFS) patients 
are unable to perform daily activities because of their 
unending fatigue and problems with short-term 
memory. Chronic Fatigue Syndrome is a state of 
continual fatigue that exists which can not be explained 
by other means. The CFS is complicated and difficult to 
diagnose. The objective of this study is to explore if 
double decision tree together with rule mining 
algorithm could improved the accuracy of CFS 
classifications. The dataset of this study are collected 
from 191 patients. Blood test for each patients and their 
diagnosis are collected. We proposed a new method 
called double decision tree. The experimental results 
obtained from our study shows that using data from 
blood test together with patient diagnosis can achieve 
83.5% of accuracy which is better than those of the 
decision tree forest (1.43%.) Furthermore, the result of 
our study showed that the classification by double 
decision tree applied solely to the data from blood test 
was more effective than classification by decision tree 
forest 25.99%.  
 
Keyword: Data Mining, Knowledge Discovery, Chronic 
Fatigue Syndrome, Decision Tree  
 
 
1. Intorduction 
 
     A research [1] done by Kenneth J. Reynolds and 
his team indicated approximately between 400,000 to 
800,000 American people have Chronic Fatigue 
Syndrome (CFS).  The causes of this syndrome are 
the body abnormality or unique mind and related 
complexity which create fatigue condition, 
rheumatism on joints and muscular.   Relaxation with 
sleep won’t make the patient feel any better, this in 
turn worsen the working and social abilities or 
reduce the daily activities [2].  The Chronic Fatigue 
Syndrome can happen to both genders at all ages and 
levels.  It is very likely that women may suffer more 
than men at an approximate ratio of 6:1 [3].   At the 
moment, it is still very difficult to find the cause of 
the Chronic Fatigue Syndrome including an 

appropriate method to diagnosis and identify the 
Chronic Fatigue Syndrome. 

From the above reasons, this research will try to 
develop an algorithm which classify the relationship 
of all the data which are related to the Chronic 
Fatigue Syndrome to create body of knowledge on 
the syndrome.  By utilizing the Decision tree 
approach, the information regarding to the blood test 
and the diagnosis of 191 patients will be used to 
create the required body of knowledge to help the 
personals in the medical field to diagnose and 
prevent the Chronic Fatigue Syndrome in the future.  
The data in this research can be classified into 3 
classes, they are as follow:  

1.1) Non-Fatigued (NF) class – normal people. 
1.2) Insufficient Number of Symptoms or Fatigue 

Severity (ISF) class – patients who are 
missing some characteristic of the Chronic 
Fatigue Syndrome. 

1.3) Chronic Fatigue Syndrome (CFS) class – the 
Chronic Fatigue Syndrome patients. 

 
 

2. Related works 
 

2.1 Theory 
Classification Approach:   This theory 

emphasis on learning from System Training Data to 
build data model for each data type.  There are 3 
types of learning, they are: the Supervised Learning, 
the Unsupervised Learning and the Semi-Supervised 
Learning [13].  

Type classification using the Decision tree: This 
approach relies on the non-uniformed Entropy and 
Gain to select superior attribute(s) in classifying 
important data [4].  Related formula in calculating 
the non-uniformed data and gain are in Eq. 1 and 2 
respectively: 
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Formula in calculating the non-uniformed 
Entropy(S) 
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where: 
S = a typical set of system learning data 
P = number of sets of positive system learning  
      data 
N = number of sets of negative system learning  
      data 
 

Formula in calculating the value of Gain. 
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where:  
A   =   attribute data A     
|Sv| =   number of classes  with attribute A  which  
           has data v 
|S|   =   total  number  of classes  found  in system  
            learning data set S 
Entropy(S) =  the non-uniformed value of system  
            learning data set before  the classification  
            with attribute A 
Entropy(Sv) = the non-uniformed value of system  
            learning data set  after  the  classification  
            with the attribute A 
 
The decision tree will show the result in term of 

tree structure which in turn can be changed to easy 
and understandable rules.  Each node of the tree 
structure gives the attribute value.  Each branch gives 
the test condition and the leaf node gives the 
designated data type.  Fig. 1 is a typical result from 
using the decision tree. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Typical result from using the decision tree 

 
The type classification using the decision tree not 

only helps in classifying the data in the medical field, 
it can also be used to predict a service model in the 
E-commerce [12], etc. 

     Type classification with forest:   This is a 
collection of decision tree which can be used as 
predictor to create the required prediction for the 
forest.  There is a format similar to the TreeBoost 
method which the number of trees keep on 
increasing.  The increases may not in the same 
format and will not generate result until the final tree 
is created.  The drawback of the forest classification 
type is the current format is very complex [14]. 
     Type classification with forest has been used in 
the medical field to analyze the Single Nucleotide 
Polymorphisms (SNPs) [15]. 

 
2.2 Related researches 

Today there are many researches which 
concentrated on the Serious Chronic Fatigue 
Syndrome.  Most of them are studies on the impact 
of the Chronic Fatigue Syndrome on the patients in 
the economics area [1], the quantity of the blood 
circulation [5], the illness that follow the syndrome 
[6] and the issues that impact the cause of the 
Chronic Fatigue Syndrome [7].   The studies that 
involved the type classification of the Chronic 
Fatigue Syndrome are in the area which analyze the 
patient’s Gene data [8], [9] to classify the data type 
of the Chronic Fatigue Syndrome.  These 
classification have the accuracies of approximately 
72.56%. 
     There are additional researches in finding new 
body of knowledge in the medical field.  Most of the 
findings in the medical area use the decision tree and 
the Neural Network methods to analyze the required 
data for example, analyzing data involving the heart 
disease [10] and the Thalasimia disease [11], etc. 
 
 
3. Research Methods 
 

3.1 Typical data used in the research. 
 In this research, there are 2 types of patient, 

data they are: 
1. the result of blood test data from the 

patients 
2. the result of evaluation of the symptom data 

from the patient which consists of the illness 
evaluation value based on the doctor’s diagnosis by 
dividing data into 3 main groups and 14 sub-groups 
as indicated in Table 1.  There are 36 characteristics 
from blood test data as indicated in Table 2. and  the 
patient’s condition data consists of 83 characteristic 
data which can be grouped into 4 groups of General 
Health, Summary Scores from SF36, Summary 
Scores from Multidimensional Fatigue Inventory and 
CDC Symptom Inventory.  The details of the data 
are in Table 3. 
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Table 1. Typical classification of the strong Chronic 
Fatigue Syndrome 

Class names number of 
patients 

1. CFS (Chronic Fatigue Syndrome) 43 
CFSMed 10 
CFSPsy 1 
CFSMedPsy 1 
CFS-MDDm 12 

2. ISF (Insufficient Number of Symptoms or 
Fatigue Severity) 

 
61 

ISFMed 9 
ISFPsy 1 
ISF-MDDm 8 
ISF-MDDmMed 1 

3. NF (Non-Fatigued) 59 
NFMed 7 
NFPsy 1 
NF-MDDm 5 

 
Table 2. Typical data characteristic of blood test 
from patients 
No. Characteristics 
1. Intake_Classific 
2. Empiric 
3. White Blood Cell (WBC) 
4. Red Blood Cell (RBC) 
5. Hemoglobin (HGB) 
6. Hemotocrits (HCT) 
7. Mean Corpuscular Volume (MCV) 
8. Mean Cell Hemoglobin (MCH)   
9. Mean Cell Hemoglobin Concentration (MCHC) 
10. Red Cell Distribution Width (RDW) 
11. Platelets Count (PLT) 
12. % granulocytes 
13. % lymphocytes 
14. % mononuclear cells 
15. % eosinophils 
16. % basophils 
17. # granulocytes 
18. # lymphocytes 
19. # mononuclear cells 
20. # eosinophils 
21. # basophils 
22. sodium 
23. potassium 
24. chloride 
25. CO2 
26. anion gap 
27. glucose 
28. Blood Urea Nitrogen (BUN) 
29. creatinine 
30. total protein 
31. albumin 
32. calcium 
33. Total Bilirubin (bili total) 
34. AST/SGOT 
35. ALT/SGPT 
36. Alkaline Phosphates (alk phos) 

 

Table 3. Typical characteristics on patient’s 
condition data 

No. Characteristic 
 

1. General Health  consists of  13 characteristics.   
 

2. Summary Scores from SF36  consists of  8 
characteristics. 

3. Summary Scores for Multidimensional Fatigue 
Inventory consists of 5 characteristics. 

4. CDC Symptom Inventory consists of 57 
characteristics.  

 
 
3.2 Research procedure 

  At this step, the researcher prepares the result 
of the blood test and result of the patient diagnosis to 
find the superior attribute(s) from the above results. 
This can be done by dividing the data into 2 classes, 
the Normal Class (NF) and the Abnormal Class 
(CFS, ISF). When the superior attribute(s) has been 
identified for each data set, a combine of the superior 
attribute(s) is then begin.  The result will then feed to 
the decision tree to obtain the Normal Class and the 
Abnormal Class.    For the data set in the Abnormal 
Class, 2 set of data will be obtained, they are blood 
test data set for both the CFS and ISF and the patient 
diagnosis data set for both the CFS and ISF.  Both 
groups of data set will be evaluated to identify the 
superior attribute(s), combine the superior 
attribute(s) of both groups together and feed them to 
the decision tree to obtain the final 2 new groups, 
they are CFS and ISF groups.  Fig. 2 is a typical 
steps of analyzing all the data sets. 

 
A details of the above procedure can be divided 4 

steps (from Fig. 2.) as follow: 
 

3.2.1)  Data preparation step:    
Data preparation is necessary  to eliminate 

any  patient  data set which  some values  are missing 
or any patient  data  set in which  the  patient took 
some medication before the blood test. Some 
medication may have impact on the result of the 
blood test which will create a fault result. After the 
above data preparation, the total number of valid data 
set is 191 data sets. These data sets are then 
classified into 3 main classes, they are: NF class 
which consists of 65 data sets of the NF, NFPsy and 
NF-MDDm; CFS class which consists of 56 data sets 
of the CFS, CFSsy and CFS-MDDm; ISF class 
which consists of 70 data sets of the ISF, ISFsy and 
the ISF-MDDm respectively. 
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Fig. 2. Typical steps to analyze all data sets. 
 
 
 

3.2.2)  Finding the superior attribute(s) of data set 
step: 

The researcher then proceed to identify 
the superior attribute(s) of the data set in the blood 
test and the patient diagnosis data set using the 
decision tree.  The input data of Table 4. is the data 
set of the patient which consists of the Attribute. 
 
Table 4. Typical step to identify the superior 
attribute(s) of the data set. 
Typical step to identify the superior attribute(s) of 
the data set. 
Input: Dtest, Dtrain, Atrain = {a1, a2, …, an} 
 

1. Model = TrainDTree(Dtrain , Atrain) 
2. acc_max = TestDTree(Model , Dtest) 
3. For i = 1 to n 

3.1 Atrain = Atrain – {ai} 
3.2 Model = TrainDTree(Dtrain , Atrain) 
3.3 Acc = TestDTree(Model , Dtest) 
3.4 IF acc_max > acc Then 

                      Atrain = Atrain ∪ {ai} 
3.5 IF acc_max < acc Then 

    Acc_max = acc  
3.6 i = i +1 

            End For 
 
Output: Atrain 
 

 
Table 4. is a typical steps to identify the superior 

attribute(s) of the data set using the decision tree.  
From the test, the results from identifying the 
superior attribute(s) from the patient data set is 
divided into 2 groups as follow: 

1. Step to classify the Non-Fatigued (NF):  From 
the blood test data set, 25 superior attribute(s) out of 
36 characteristic from each data set can be identified.  
For the patient diagnosis data sets, 2 superior 
attribute(s) out of 83 characteristic can also be 
identified. 

2. Step to classify the Fatigued (CFS and ISF):  
From the blood test data sets, 10 superior attribute(s) 
out of 36 characteristic from each data set can be 
identified.  For the patient siagnosis data, 4 superior 
attribute(s) out of 83 characteristic can also be 
identified.  

 
3.2.3)  Classification steps for the NF group:   

To classify the NF group, the data will be 
divided into 2 classes, they are: the Non-Fatigued 
class which consists of the NF, NFPsy and NF-
DMMm data sets, the Fatigued class which consists 
of the CFS, CFSPsy, CFS-MDDm, ISF, ISFPsy and 
ISF-MDDm data sets.  Next step is to identify the 
superior attribute(s) of data in the blood test and the 
patient diagnosis data sets.  When the superior 
attribute(s) of the blood test group and the patient 
diagnosis group have been identified, a combine of 

Patient data 
sets

Blood test 
result

Illness 
condition

Data preparation steps 

Finding uniqueness in data set 

Combine uniqueness of 
data

Decision Tree 

Classification of  NF group 

Decision Tree 

Classification of CFS & ISF 

Grouping of CFS and ISF rules 

Grouping of NF rules  
and grouping of CFS, ISF rules 

Data classification on blood test and illness 
condition on the CFS, ISF classes 

Result of blood 
test on CFS, & 

ISF data 

Illness 
condition in 

CFS, ISF 

Finding uniqueness in data set 

Combine uniqueness of 
data 
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each superior attribute(s) from both groups is 
required. The result of the combination is then fed to 
the decision tree which utilized the K-Fold Cross 
Validation algorithm. After the decision tree process, 
2 groups of the NF and the CFS, ISF rules can be 
obtained.  At this stage, classification of the NF and 
the CFS, ISF can be done using the above rules as 
those of Table 5. 

 
Table 5. Classification steps for the NF group 
 

Classification steps for the NF group 
Input: Bloodtrain, Symptomtrain, Bloodtest, Symptomtest 
 

1. BloodDatatrain = FeatureAttribute(Bloodtrain) 
2. SymptomDatatrain = 

FeatureAttribute(Symptomtrain) 
3. BloodSymtrain = FusionData(BloodDatatrain,   

                                                             SymptomDatatrain) 
4. BloodDatatest= FeatureAttribute(Bloodtest) 
5. SymptomDatatest = FeatureAttribute(Symptomtest) 
6. BloodSymtest = FusionData(BloodDatatest,   

                                                             SymptomDatatest) 
7. Modeltrain = TrainDecisionTree (BloodSymtrain) 
8. Rule  = TestDecisionTree (Modeltrain, 

BloodSymtest)   
              
Output : Rules Set 

 
3.2.4)  Classification steps for the CFS and ISF  

Group:   
This step will classify the patients in the 

CFS class or those who miss some of the 
characteristic in the ISF class. This step can be 
divided into 2 smaller steps, they are: sub-step to 
select the NF data set and sub-step to classify those 
of the CFS and ISF group.  The steps are shown in 
Table 6. and 7. respectively as follow:  

 
Table 6. Classification sub-step selection for the NF 
 

 Sub-step selection for the NF 
Input:  Patient = {P1, P2, …, Pn} 
          Attribute = {A1, A2, …, An} 
 

1. For i = 1 to n 
1.1 valEmp = checkClass(P i) 
1.2 IF valEmp = “NF” Then 
            Patient = Patient - P i 
1.3 i = i +1 
  End For 

 
Output: Data 
 

 
Table 7.  Classification sub-step for the CFS and ISF 
 

Classification sub-step for the CFS and ISF 
Input: Bloodtrain, Symptomtrain, Bloodtest, Symptomtest 
 

1. BloodCItrain = CutRecord(Bloodtrain) 
2. SymCItrain = CutRecord(Symptomtrain) 
3. FeBloodCItrain =  FeatureAttribute(BloodCItrain) 

4. FeSymCItrain = FeatureAttribute(SymCItrain) 
5. BloodSymCI train = FusionData(FeBloodCItrain,   

                                                                 FeSymCItrain) 
6. BloodCItest = CutRecord(Bloodtest) 
7. SymCItest = CutRecord(Symptomtest) 
8. FeBloodCItest =  FeatureAttribute(BloodCItest) 
9. FeSymCItest = FeatureAttribute(SymCItest) 
10. BloodSymCI test = FusionData(FeBloodCItest,   

                                                                 FeSymCItest) 
11. Modeltrain = TrainDecisionTree (BloodSymCI train) 
12. Rule  = TestDecisionTree (Modeltrain, 

BloodSymCI test) 
 
Output : Rule 
 

 
3.3 Steps to measure efficiency 

To measure the correctness of the efficiency 
in classifying the CFS data set, the researcher uses 
the following formula:  

Sensitivity = 
P

TP  (3) 

Specificity = 
N

TN  (4) 

Accuracy = Sensitivity ⎥⎦
⎤

⎢⎣
⎡

+ NP
P +Specificity ⎥⎦

⎤
⎢⎣
⎡

+ NP
N  (5) 

 
where:  

True Positives (TP) = Total  number  of    patients 
being classify from the data set as real 
patients and they are correct. 

True Negatives (TN) =  Total  number  of patients  
being classify from data set as non-real 
patients and they are correct. 

Positives (P) = Total number of real patients 
Negatives (N) =  Total    number   of        non-real  

patients 
 
This research utilized the principle of the K-Fold 

Cross Validation algorithm to manipulate the input 
data by assigning the value of K as 10.  The 9 portion 
of data sets will be allocated as Training Data and 
the last portion will be allocated as Testing Data data 
sets. Then all the data sets will be regrouped and the 
above process will be repeated 10 times to obtain the 
final result. 
 
 
4. Result of Research 
 

In this research, an efficiency analysis will be 
performed in classifying the blood test and the 
patient diagnosis data sets.  Additional tests were run 
for comparison purposes, the first test utilizing the 
double decision tree on the blood test data set only 
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and the blood test data sets along with the patient 
diagnosis data sets. The second test utilizing the tree 
forest Trees on blood test data sets only and the 
blood test data sets along with the patient diagnosis 
data sets. The following are summary for the above 
comparison tests: 
 
Table 8. Test result utilizing the double decision tree 
using only the blood test data sets. 

BloodTest  NF ISF CFS 
Sensitivity 69.99 58.57 54.29 
Specificity 61.43 61.54 63.85 
Accuracy 60.41 60.45 60.59 

 
From Table 8, the classification of data sets in the 

CFS class results in the best efficiency when viewing 
the accuracy value of 60.59%. The ISF class follows 
with the accuracy value of 60.45%. 

 
Table 9. Test result utilizing the double decision tree 
on blood test data sets along with the patient 
diagnosis data sets. 
 

BloodTest + 
Symptom 

NF ISF CFS 

Sensitivity 100 75.712 77.14 
Specificity 76.43 87.69 86.92 
Accuracy 83.6 83.30 83.34 

 
From Table 9, the classification of data sets in the 

NF class results in the best efficiency when viewing 
the accuracy and sensitivity in the NF class which 
has higher value than other classes.  The CFS class 
follows with the accuracy value of 83.34%. 

 
Table 10. Test result utilizing the decision tree forest 
using only the blood test data sets. 

BloodTest  NF ISF CFS 
Sensitivity 36.92 37.14 28.57 
Specificity 33.33 33.06 37.04 
Accuracy 34.43 34.55 34.5 

 
From Table 10, the classification of data sets in 

the ISF class results in the best efficiency when 
viewing the accuracy in the ISF class of 34.55%.  
The CFS class follows with the accuracy value of 
34.5%.  

 
 

Table 11. Test result utilizing the decision tree forest 
on the blood test data sets along with the patient 
diagnosis data sets. 

BloodTest + 
Symptom 

NF ISF CFS 

Sensitivity 100 75.71 69.64 
Specificity 73.02 85.96 87.19 
Accuracy 81.94 82.2 81.79 

 

From Table 11, the classification of data sets in 
the ISF class results in the best efficiency when 
viewing the accuracy value of 82.2%.  The NF class 
follows with the accuracy value of 81.94%. 
 
Table 12. Comparison on efficiency on all data sets. 

Overall efficiency for all 3 groups Method 
Sensitivity Specificity Accuracy 

double 
decision tree 
using only the 
blood test data 
sets. 60.95 62.27 60.48 
double 
decision tree 
on the blood 
test data sets 
along with the 
patient 
diagnosis data 
sets. 84.28 83.68 83.41 
decision tree 
forest using 
only the blood 
test data sets. 34.21 34.38 34.49 
decision tree 
forest using 
the blood test 
data sets and 
the patient 
diagnosis data 
sets. 81.78 82.06 81.98 

 
From Table 12, the double decision tree provides 

better efficiency than those of the decision tree forest 
on both the only blood test data sets and the blood 
test data sets along with the patient diagnosis data 
sets.  The double decision tree results in the highest 
accuracy of 83.41% on the blood test along with the 
patient diagnosis data sets while the decision tree 
forest provides only 81.98% on the same data sets.  
The result is the same for the double decision tree in 
case of using only the blood test data sets which 
provides an accuracy of 60.48% when compare to 
the 34.49% for the decision tree forest. 
 
 
5. Conclusion 
 

The concept of using the double decision tree to 
classify the ISF type provides a better efficiency than 
those of the decision tree forest because the former 
method gives better accuracy than those of the 
decision tree forest.  The double decision tree has 
divided the classification into 2 steps utilizing the 
data set selection on the patient data sets, this in turn 
reduces the complexity of the problem in this 
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research from the Multi-class Problem into an easier 
Two-class Problem.  From the test result, the double 
decision tree can classify the input data sets with 
better efficiency.  The values of class Sensitivity of 
77.14% and the Accuracy of 83.34% on the patient in 
the CFS class from the double decision tree are 
higher than those of the decision tree forest at 7.5% 
and 1.55% respectively.  
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